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http://www.p12.nysed.gov/ciai/gradreq/2015GradReq11-15.pdf. Results of the Regents Examination in 
Geometry (Common Core) may also be used to satisfy various locally established requirements 
throughout the State.  
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Table 1 Total Examinee Population: Regents Examination in Geometry (Common Core) 

Demographics Number Percent 

All Students* 112768 100 

Race/Ethnicity     

American Indian or Alaska Native 524 0.46 

Asian/Native Hawaiian/Other Pacific Islander 14443 12.81 

Black or African American 16015 14.20 

Hispanic or Latino 20436 18.12 

Multiracial 1604 1.42 

White 59744 52.98 

English Language Learners     

No 109474 97.08 

Yes 3294 2.92 

Economically Disadvantaged     

No 66814 59.25 

Yes 45954 40.75 

Gender     

Female 59126 52.43 

Male 53640 47.57 

Student with Disabilities  
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Chapter 2: Classical Item Statistics (Standard 4.10) 
This chapter provides an overview of the two most familiar item-level statistics obtained from classical 
item analysis: item difficulty and item discrimination. The following results pertain only to the 
operational Regents Examination in Geometry (Common Core) items.  
 
2.1 Item Difficulty 
�$�W���W�K�H���P�R�V�W���J�H�Q�H�U�D�O���O�H�Y�H�O���� �D�Q���L�W�H�P�¶�V���G�L�I�I�L�F�X�O�W�\���L�V���L�Q�G�L�F�D�W�H�G���E�\�� �L�W�V���P�H�D�Q���V�F�R�U�H���L�Q���V�R�P�H���V�S�H�F�L�I�L�H�G���J�U�R�X�S��
(e.g., grade level). 
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poorly on the exam �R�Y�H�U�D�O�O�����Z�R�X�O�G���E�H���P�R�U�H���O�L�N�H�O�\���W�R���D�Q�V�Z�H�U���W�K�H���V�D�P�H���L�W�H�P���L�Q�F�R�U�U�H�F�W�O�\�����3�H�D�U�V�R�Q�¶�V��
product-moment correlation coefficient (also commonly referred to as a point biserial correlation) 
between item scores and test scores is used to indicate discrimination 
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Figure 1 Scatterplot: Regents Examination in Geometry (Common Core) 
 

2.4 Observations and Interpretations 
The p-values for the MC items ranged from 0.18 to 0.93, with an average of 0.52 while proportion-
correct values for the constructed response items (Table 3) were 0.25 and 0.72. The difficulty 
distribution illustrated in Figure 1 shows a wide range of item difficulties on the exam. This is 
consistent with general test development practice which seeks to measure student ability along a full 
range of difficulty.  
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Chapter 3: IRT Calibrations, Equating, and Scaling (Standards 2, and 4.10)   
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Figure 2 Student Performance Map: Regents Examination in Geometry (Common Core) 

3.5 Checking Rasch Assumptions 
Since the Rasch model was the basis of all calibration, scoring, and scaling analyses associated with 
the Regents Examination in Geometry (Common Core), the validity of the inferences from these 
results depends on the degree to which the assumptions of the model were met and how well the model 
fits the test data. Therefore, it is important to check these assumptions. This section evaluates the 
dimensionality of the data, local item independence, and item fit. It should be noted that only 
operational items were analyzed, since they are the basis of student scores. 

Unidimensionality 
Rasch models assume that one dominant dimension determines the differences in student performance. 
Principal Components Analysis (PCA) can be used to assess the unidimensionality assumption. The 
purpose of the analysis is to verify whether any other dominant components exist among the items. If 
any other dimensions are found, the unidimensionality of test content assumption may be violated. 

A parallel analysis (Horn, 1965) can be further helpful to help distinguish components that are real 
from components that are random. Parallel analysis is a technique to decide how many factors exist in 
principal components. For the parallel analysis, 100 random data sets of sizes equal to the original data 
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were created. For each random data set, a PCA was performed and the resulting eigenvalues stored. 
Then for each component, the upper 95th percentile value of the distribution of the 100 eigenvalues 
from the random data sets was plotted. Given the size of the data generated for the parallel analysis, the 
reference line is essentially equivalent to plotting a reference line for an eigenvalue of 1. 
 
Figure 3 shows the PCA and parallel analysis results for the Regents Examination in Geometry 
(Common Core). The results include the eigenvalues and the percentage of variance explained for the 
first five components as well as the scree plots. The scree plots show the eigenvalues plotted by 
component number and the results from a parallel analysis. Although the total number of components 
in PCA is same as the total number of items in a test, Figure 3 shows only 10 components. This view is 
sufficient for interpretation because components are listed in descending eigenvalue order. The lower 
eigenvalues from components 2 through 10 demonstrates that components beyond 1 are not 
individually contributing to the explanation of variance in the data.  
 
As rule of thumb, Reckase (1979) proposed that the variance explained by the primary dimension 
should be greater than 20 percent to indicate unidimensionality. However, as this rule is not absolute, it 
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0.20 indicate a degree of local dependence that probably should be examined by test developers (Chen 
& Thissen, 1997).  
 
�6�L�Q�F�H���W�K�H���W�K�U�H�H���U�H�V�L�G�X�D�O���F�R�U�U�H�O�D�W�L�R�Q�V���D�U�H���Y�H�U�\���V�L�P�L�O�D�U�����W�K�H���G�H�I�D�X�O�W���³�V�W�D�Q�G�D�U�G�L�]�H�G���U�H�V�L�G�X�D�O���F�R�U�U�H�O�D�W�L�R�Q�´���L�Q��
WINSTEPS was used for these analyses. Table 4 shows the summary statistics�² mean, standard 
deviation, minimum, maximum, and several percentiles (P10, P25, P50, P75, P90) �²  for all the 
residual correlations for each test. The total number of item pairs (N) and the number of pairs with the 
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values. The number of items within a targeted range of [0.7, 1.3] is also reported in Table 5. The mean 
infit value is 1.00, with all items falling in a targeted range of [0.7, 1.3]. As the range of [0.7, 1.3] is 
used as guide for ideal fit, fit values outside of the range are considered individually. A finding of 36 
out of 36 items falling in the ideal fit range indicates that the Rasch model fits the Regents 
Examination in Geometry (Common Core) item data well.  
 
Table 5 Summary of Infit Mean Square Statistics: Geometry (Common Core) 

  
Infit Mean Square 

     Mean SD Min  Max [0.7, 1.3]   

Geometry 
 

1.00 0.09 0.80 1.25 36/36 
         

Items for the Regents Examination in Geometry (Common Core) were field tested in 2012-2014, and 
separate technical reports for each year were produced to document the full test development, scoring, 
scaling, and data analysis conducted. Please refer to http://www.p12.nysed.gov/assessment/reports for 
details. 
  

http://www.p12.nysed.gov/assessment/reports
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Chapter 4: Reliability (Standard 2) 
Test reliability is a measure of the internal consistency of a test (Cronbach, 1951). It is a measure of 
the extent to which the items on a test provide consistent information about student mastery of a 
domain. Reliability should ultimately demonstrate that examinee score estimates maximize consistency 
and therefore minimize error, or theoretically speaking, that examinees who take a test multiple times 
would get the same score each time.  
 
Reli
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practice, it is clear that larger coefficients are more desirable because they indicate that test scores are 
less influenced by random error.  
 
Coefficient Alpha 
Reliability is most often estimated using the formula for Coefficient Alpha, which provides a practical 
internal consistency index. Coefficient Alpha can be conceptualized as the extent to which an 
exchangeable set of items from the same domain would result in a similar rank ordering of students. 
Note that relative error is reflected in this index. Excessive variation in student performance from one 
sample of items to the next should be of particular concern for any achievement test user.  
 
A general computational formula for Alpha is as follows: 
 

𝛼 =  
𝑁

𝑁−1
 (1 −  

∑ 𝜎𝑌𝑖
2𝑁

𝑖=1

𝜎𝑋
2 ), 

 
where N is the number of parts (items), 2

σ
X  is the variance of the observed total test scores, and 2

σ
Y i  is 

the variance of part i. Table 6 in section 4.2 displays the coefficient alpha for the in Regents 
Examination in Geometry (Common Core), along with the standard error of measurement (SEM).  
 
4.2 Standard Error of Measurement (Standards 2.13, 2.14, 2.15)  
Reliability coefficients best reflect the extent to which measurement inconsistencies may be present or 
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through construction of an approximate score band. Often referred to as confidence intervals, these 
bands are constructed by taking the observed scores, X, and adding and subtracting a multiplicative 
factor of the SEM. As an example, students with a given true score will have observed scores that fall 
between +/�í1 SEM about two-thirds of the time.4 For +/�í2 SEM confidence intervals, this increases to 
about 95 percent. 
 
The coefficient alpha and associated SEM for the Regents Examination in Geometry (Common Core) 
are provided in Table 6.  
 
Table 6 Reliabilities and Standard Errors of Measurement: Regents Examination in Geometry 
(Common Core) 

Coefficient 
Subject  Alpha SEM 

   
Geometry 0.91 5.82 

 
Assuming normally distributed scores, one would expect about two-thirds of the observations to be 
within one standard deviation of the mean. An estimate of the standard deviation of the true scores can 
be computed as 
 

)�Ö1(�Ö�Ö�Ö 22
xxxxT

�U�V�V�V ����� .  

 
Conditional Standard Error of Measurement 
Every time an assessment is administered, the score the student receives contains some error. If the 
same exam were administered an infinite number of times to the same student, the mean of the 
�G�L�V�W�U�L�E�X�W�L�R�Q���R�I���W�K�H���V�W�X�G�H�Q�W�¶�V���U�D�Z���V�F�R�U�H�V���Z�R�X�O�G���E�H���H�T�X�D�O���W�R���W�K�H�L�U���W�U�X�H���V�F�R�U�H��(��, the score obtained with no 
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The use of Rasch IRT to scale and equate the Regents Exams does, however, make it possible to 
calculate CSEMs using the procedures described by Kolen, Zeng, and Hanson (1996) for 
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measurement will be concave up (U-shaped), even though the pattern for the raw scores was concave 
down (inverted-U shape)��� ́
 
Results and Observations 
The CSEMs for the Regents Exams can be expected to have inverted-U shaped patterns, with some 
variations. The relationship between raw and scale scores for the Regents Exams tends to be roughly 
linear from scale scores of 0 to 79 and then concave down from about 79 to 100. In other words, the 
scale scores track linearly with the raw scores for about the lower 80 percent of the scale score range 
and then are compressed relative to the raw scores for about the remaining 20 percent of the range, 
though there are variations.  
 
Figure 4 shows this type of CSEM variation for the Regents Examination in Geometry (Common 
Core) where the compression of raw score to scale scores between the cut scores of 65 and 85 changes 
the shape of the curve noticeably. This type of expansion and compression can be seen in Figure 4 by 
looking at the changing density of raw score points along the scale score range on the horizontal axis. 
Specifically, the raw scores are expanded up to a scale score of about 20 followed by very noticeable 
compression through a scale score of about 95.  
 

 
 

 

 

Figure 4 Conditional Standard Error Plots: Regents Examination in Geometry (Common Core) 

4.3 Decision Consistency and Accuracy (Standard 2.16) 
In a standards-based testing program there is interest in knowing how accurately students are classified 
into performance categories. In contrast to the Coefficient Alpha, which is concerned with the relative 
rank-ordering of students, it is the absolute values of student scores that are important in decision 
consistency and accuracy.  



  
 

 
 

Classification consistency refers to the degree to which the achievement level for each student can be 
replicated upon retesting using an equivalent form (Huynh, 1976). Decision consistency answers the 
following question: What is the agreement between the classifications based on two non-overlapping, 
equally difficult forms of the test? If two parallel forms of the test were given to the same students, the 
consistency of the measure would be reflected by the extent that the classification decisions made from 
the first set of test scores matched the decisions based on the second set of test scores. Consider the 
tables below. 

 



  
 

21 
 
 



  
 

22 
 
 

Table 8 Group Means: Regents Examination in Geometry (Common Core) 
Mean Standard 

Demographics Number Scale-
score 

error of 
group 

All Students* 112768 68.29 15.20 

Ethnicity       

American Indian/Alaska Native 524 65.68 13.69 
Asian/Native Hawaiian/Other Pacific 
Islander 

14443 74.84 14.70 

Black/African American 16015 57.77 14.37 

Hispanic/Latino 20436 60.21 14.40 

Multiracial 1604 69.52 14.97 

White 59744 72.28 13.09 

English Language Learner        

No 109474 68.65 14.96 

Yes 3294 56.29 17.96 

Economically Disadvantaged       

No 66814 72.05 13.96 

Yes 45954 62.83 15.27 

Gender       

Female 59126 
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Table 9 State Percentile Ranking for Raw Score – Regents Examination in Geometry (Common 
Core)

Raw Percentile Score Rank 0 - 1 - 2 - 3 - 4 - 5 - 6 - 7 - 8 - 9 1 10 1  11 1  12 2  13 3  14 3  15 5  16 6  17 7  18 9  19 10 20 12 21 14 22 16 23 18 24 20 25 22 

R a w  P e r c e n t i l e  
S c o r e  R a n k  

26 24 
27 26 
28 28 
29 30 
30 32 
31 34 
32 36 
33 38 
34 40 

35 42 
36 44 
37 46 
38 47 
39 49 
40 51 
41 52 
42 54 
43 56 
44 57 
45 59 
46 60 
47 62 
48 63 
49 65 
50 66 
51 68 

Raw Percentile 
Score Rank 

52 69 
53 70 
54 72 
55 73 
56 74 
57 75 
58 76 
59 78 
60 79 

61 80 
62 81 
63 82 
64 83 
65 84 
66 85 
67 86 
68 87 
69 88 
70 89 
71 90 
72 91 
73 92 
74 93 
75 94 
76 94 
77 95 

Raw Percentile 
Score Rank 



  
 

 
 

Chapter 5: Validity (Standard 1) 
Restating the purpose and uses of the Regents Examination in Geometry (Common Core), this exam 
measures �H�[�D�P�L�Q�H�H���D�F�K�L�H�Y�H�P�H�Q�W���D�J�D�L�Q�V�W���1�H�Z���<�R�U�N���6�W�D�W�H�¶�V���O�H�D�U�Q�L�Q�J���V�W�D�Q�G�D�U�G�V�����7�K�H���H�[�D�P���L�V���S�U�H�S�D�U�H�G��
by teacher examination committees and New York Department of Education subject and testing 
specialists, and it provides teachers and students with important information about student learning and 
performance against the established curriculum standards. Results of this exam may be used to identify 
student strengths and needs to guide classroom teaching and learning. The exams also provide 
students, parents, counselors, administrators, and college admissions officers with objective and easily 
understood achievement information that may be used to inform empirically based educational and 
vocational decisions about students. As a State-provided objective benchmark, the Regents 
Examination in Geometry (Common Core) is intended for use in satisfying State testing requirements 

http://www.p12.nysed.gov/ciai/gradreq/2015GradReq11-15.pdf
http://www.engageny.org/sites/default/files/resource/attachments/nysp12cclsmath.pdf
http://www.engageny.org/sites/default/files/resource/attachments/nysp12cclsmath.pdf
http://www.engageny.org/sites/default/files/resource/attachments/nysp12cclsmath.pdf
http://www.parcconline.org/sites/parcc/files/PARCCMCFMathematicsGeo_Nov2012V3_FINAL.pdf
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Geometry course, specificall y. More information about the relationship between the NYS CCLS and 
the PARCC Model Content Frameworks can be found in this memo. 
 
Content Validity 
Content validity is necessarily concerned with the proper definition of the construct and evidence that 
the test provides an accurate measure of examinee performance within the defined construct. The test 
blueprint for the Regents Examination in Geometry (Common Core) is essentially the design document 
for constructing the exam. It provides explicit definition of the construct domain that is to be 
represented on the exam. The test development process, (discussed in the next section), is in place to 
ensure to the extent possible that the blueprint is met in all operational forms of the exam. 
  
Table 10 displays the Conceptual category, domains, and target percent of each for the Regents 
Examination in Geometry (Common Core). Geometry is associated with the high school content 
standards within the conceptual category of Geometry. This conceptual category contains domains of 
related clusters of standards. This chart shows the high school mathematics domains included in 
Geometry, as well as the corresponding percent of credits on the Geometry Regents Exam. 
 
Table 10 Test Blueprint, Regents Examination in Geometry (Common Core) 

http://www.p12.nysed.gov/assessment/math/ccmath/parccmcf.pdf
https://www.engageny.org/resource/regents-exams-ela
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statistical information generated during field testing to select the highest quality items for use in the 
operational test.  
 
Figure 7 summarizes the full test development process, with steps 3 and 4 addressing initial item 
development and review. This figure also demonstrates the ongoing nature of ensuring the content 
validity of items through field test trials, and final item selection for operational testing. 
 
Initial item development is conducted under the criteria and guidance provided by multiple documents, 
including the blueprint noted in Table 10 and Item Writing Guidelines noted in Appendix A. To 
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Item Review Process 
The item review process helps to ensure the consistent application of rigorous item reviews intended to 
assess the quality of the items developed and identify items that require edits or removal from the pool 
of items to be field tested. This process allows high quality items to be continually developed in a 
manner that is consistent with the test blueprint. Item review guidelines for multiple-choice items are 
included in Appendix C.  
 
All reviewers participate in rigorous training designed to assist in a consistent interpretation of the 
standards throughout the item review process. This is a critical step in item development because 
consistency between the standards and what the items are asking examinees is a fundamental form of 
evidence of the validity of the intended score interpretations. Another integral component of this item 
�U�H�Y�L�H�Z���S�U�R�F�H�V�V���L�V���W�R���U�H�Y�L�H�Z���W�K�H���V�F�R�U�L�Q�J���U�X�O�H�V�����R�U���³�U�X�E�U�L�F�V���´���I�R�U���W�K�H�L�U���F�O�D�U�L�W�\���D�Q�G���F�R�Q�V�L�V�W�H�Q�F�\���L�Q���Z�K�D�W���W�K�H��
examinee is being asked to demonstrate by responding to each item. Each of these elements of the 
review process are in place, ultimately, to target fairness for all students by targeting consistency in 
examinee scores and providing evidence of the validity of their interpretations.  
 
Specifically, the item review process articulates the four major item characteristics the New York State 
Education Department looks for in developing quality items: 
 

1. language and graphical appropriateness 
2. sensitivity/bias 
3. fidelity of measurement to standards  
4. conformity to the expectations for the specific item types and formats  

 
Each of the criteria includes pertinent questions that help reviewers determine whether or not an item is 
of sufficient quality. Within the first two categories, criteria for language appropriateness are used to 
help ensure that students understand what is asked in each question and that the language in the 
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5.2 Evidence Based on Response Processes 
The second source of validity evidence is based on examinee response processes. This standard 
requires evidence that examinees are responding in the manner intended by the test items and rubrics 
and that raters are scoring those responses consistent with the rubrics. Accordingly, it is important to 
control and monitor whether construct-irrelevant variance in response patterns has been introduced at 
any point in the test development, administration, or scoring processes.  
 
The controls and monitoring in place for the Regents Examination in Geometry (Common Core) 
include the item development process, with attention paid to mitigating the introduction of construct-
irrelevant variance. The development process described in the previous sections details the process and 
attention given to reducing the potential for construct irrelevance in response processes by attending to 
the quality and alignment of test content to the test blueprint and to the item development guidelines. 
Further evidence is documented in the test administration and scoring procedures, as well as the results 
of statistical analyses, which are covered in the following two sections.  
 
Administration and Scoring 
Adherence to standardized administration procedures is fundamental to the validity of test scores and 
their interpretation, as such procedures allow for adequate and consistently applied conditions for 
scoring the work of every student who takes the examination. For this reason, guidelines titled School 
�$�G�P�L�Q�L�V�W�U�D�W�R�U�¶�V���0�D�Q�X�D�O, Secondary Level Examinations 
(http://www.p12.nysed.gov/assessment/sam/secondary/hssam-update.html) have been developed and 
implemented for the New York Regents testing program. All secondary level Regents examinations are 
administered under these standard conditions to support valid inferences for all students. These 
standard procedures also cover testing students with disabilities that are provided testing 
accommodations consistent with their Individualized Education Programs (IEPs) or Section 504 
Accommodation Plans (504 Plans). Full test administration procedures are available at 
http://www.p12.nysed.gov/assessment/hsgen/.  
 
The implementation of rigorous scoring procedures directly supports the validity of the scores. Regents 
test-scoring practices therefore focus on producing high quality scores. Multiple-choice items are 
scored via local scanning at testing centers, and trained educators score constructed-response items. 
There are many studies that focus on various elements of producing valid and reliable scores for 
constructed-response items, but generally, attention to the following all contribute to valid and reliable 
scores for constructed-response items: 
 

1) Quality training (Hoyt & Kerns, 1999; Lumley & McNamara, 1995; Wang, Wang, and Kwong, 
2010; Gorman & Rentsch, 2009; Schleicher, Day, Bronston, Mayes, and Riggo, 2002; Woehr 
& Huffcutt, 1994; Johnson, Penny, and Gordon, 2008; Weigle, 1998)  

2) Detection and correction of rating bias (McQueen & Congdon, 1997; Congdon & McQueen, 
2000; Myford, & Wolfe, 2009; Barkaoui, 2011; Patz, Junker, Johnson, and Mariano, 2002) 

3) Consistency or reliability of ratings (Congdon & McQueen, 2000; Harik Clauser, Grabovsky, 
Nungester, Swanson, & Nandakumar, 2009; McQueen & Congdon, 1997; Myford, & Wolfe, 
2009; Mero & Motowidlo, 1995; Weinrott & Jones, 1984) 

4) Rubric designs that facilitate consistency of ratings (Pecheone & Chung, 2006; Wolfe & 
Gitomer, 2000; Cronbach, Linn, Brennan, & Haertel, 1995; Cook & Beckman, 2009; Penny, 
Johnson, & Gordon, 2000; Smith, 1993; Leacock, Gonzalez, and Conarro, 2014)  

http://www.p12.nysed.gov/assessment/sam/secondary/hssam-update.html
http://www.p12.nysed.gov/assessment/hsgen/
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The distinct steps for operational test scoring include close attention to each of these elements and 
begin before the operational test is even selected. After the field test process, during which many more 
items than appear on the operational test are administered to a representative sample of students, a set 
of �³anchor�  ́papers representing student responses across the range of possible responses for 
constructed-response items are selected. The objective of these �³�U�D�Q�J�H-�I�L�Q�G�L�Q�J�´���H�I�I�R�U�Ws is to create a 
training set for scorer training and execution, the scores from which are used to generate important 
statistical information about the item. A 

http://www.nysedregents.org/geometrycc/615/geomcc62015-mrs.pdf


  
 

30 
 
 

the question asked. The more explicit the rubric (and the item), the more clear the response 
expectations are for examinees.  
 
In support of the goal of valid score interpretations for each examinee, then, such scoring training 
procedures are implemented for the Regents Examination in Physical Setting/Earth Science. 
Operational raters are selected based on expertise in the exam subject and are assigned a specific set of 
items to score. No more than approximately one-half of the items on the test are assigned to any one 
rater. This has the effect of increasing the consistency of scoring across examinee responses by 
allowing each rater to focus on a subset of items. It also assures that no one rater is allowed to score the 
entire test for any one student. This practice reduces the effect of any potential bias of a single rater on 
individual examinees. Additionally, no rater is allowed to score the responses of his or her own 
students.  
 
Statistical A-7 (r )t <</Td
[(St)5 (of h-8 (va-)C)-6 (a)4 (t-9 (c)-2 (hesponse ( A-7 (1ashe que)6 (suaTea)4 (s)-6 s is ara)6 (c)4 (tassureic)4 (tau(spon)ful f to s) ( fo)(l of )u-6 re)7 (t (orin)- (it)-(mi)-3 (nI)13 (n n(spon)  )]TJ
T*
[(prss(ore)7 ( thation)-11 mul is ara)6 (c4 (one)i)-3 (e)-16e)-5 (o-9 (7s a)3 (r))]TJ
T*
[(it)-e que)rereof h-8/C2_ >>BDC 
667 ( )]he q8ashe que�L�W�H�P�¶�V�� 



  
 

http://www.p12.nysed.gov/assessment/reports/2014/hselacc-tr14.pdf
http://www.p12.nysed.gov/assessment/reports
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5.4 Evidence Based on Relations to Other Variables 
Another source of validity evidence is based on the relation of the test to other variables. This source 
commonly encompasses two validity categories prevalent in the literature and practice�² concurrent 
and predictive validity. To make claims about the validity of a test that is to be used for high stakes 
purposes, such as the Regents Examination in Geometry (Common Core), these claims could be 
supported by providing evidence that performance on the Geometry test correlates well with other tests 
that measure the same or similar constructs. Although not absolute in its ability to offer evidence that 
concurrent test score validity exists, such correlations can be helpful for supporting a claim of 
concurrent validity if the correlation is high. To conduct such studies, matched examinee score data for 
other tests measuring the same content as the Regents Examination in Geometry (Common Core) is 
ideal, but the systematic acquisition of such data is complex and costly.  
 
Importantly, a strong connection between classroom curriculum and test content may be inferred by 
the 

http://www.p12.nysed.gov/assessment/reports/commoncore
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test. In this sense, the sources of evidence documented in this report (based on the construct, internal 
test structure, response processes, and relation to other variables) serve as a consequential validity 
argument as well. This evidence supports conclusions based on test scores that social consequences are 
not likely to be traced to characteristics or qualities of the test itself. Cronbach (1988), on the other 
hand, argues that negative consequences could invalidate test use. From this perspective, the test user 
is obligated to make the case for test use and to ensure appropriate and supported uses. 
 
Regardless of perspective on the nature of consequential validity, however, it is important to caution 
against uses that are not supported by the validity claims documented for this test. For example, use of 
this test to predict examinee scores on other tests is not directly supported by either the stated purposes 
or by the development process and research conducted on examinee data. A brief survey of websites 
for New York State universities and colleges finds that, beyond the explicitly defined use as a testing 
requirement toward graduation for students who have completed a course in Geometry, the exam is 
most commonly used to inform admissions and course placement decisions. Such uses can be 
considered reasonable, assuming the competencies demonstrated in the Regents Examination in 
Geometry (Common Core) are consistent with those required in the courses for which a student is 
seeking enrollment or placement. Educational institutions using the exam for placement purposes are 
advised to examine the scoring rules for the Regents Examination in Geometry (Common Core) and to 
assess their appropriateness for the inferences being made about course placement.   
 
As state



  
 

35 
 
 

References 
American Educational Research Association, American Psychological Association, & National 

Council on Measurement in Education. (2014). Standards for educational and psychological 
testing. Washington, DC: American Educational Research Association. 

http://www.cse.ucla.edu/products/evaluation/cresst_ec1995_3.pdf
http://www.b-a-h.com/papers/note9401.pdf


  
 

36 
 
 

Horn, J. L. (1965). A rationale and test for the number of factors in factor analysis. Psychometrika, 
32, 179�±185 

 
Hoyt, W. T., & Kerns, M. (1999). Magnitude and moderators of bias in observer ratings: A meta-

analysis. Psychological Methods, 4, 403�±424.  
 
Huynh, H. (1976). Statistical consideration of mastery scores. Psychometrika, 41, 65�±78. 
 
Johnson, R. L., Penny, J. A., & Gordon, B. (2008). Assessing performance. New York, NY: The 

Guilford Press. 
 
Kolen, M. J. (2004). POLYCSEM [Computer program]. University of Iowa. Retrieved August 1, 2012, 

from http://www.education.uiowa.edu/casma/computer_programs.htm. 
 
Kolen, M. J., & Brennan, R. L. (2005). Test equating, scaling, and linking: Methods and practices 

(2nd ed.). New York : Springer-Verlag. 
 
Kolen, M. J. & Lee, W. (2011). Psychometric Properties of Raw and Scale Scores on Mixed-Format 

Tests. Educational Measurement: Issues and Practice 30(2), 15�±24. 
 
Kolen, M. J., Zeng, L., & Hanson, B. A. (1996). Conditional standard errors of measurement for 

scale scores using IRT. Journal of Educational Measurement, 33(2), 129-140.  
 
Leacock, Claudia, Gonzalez, Erin, Conarroe, Mike. (2014). Developing effective scoring rubrics for AI 

short answer scoring. McGraw-Hill Education CTB Innovative Research and Development Grant. 
Monterey: McGraw-Hill Education CTB.  

 
Livingston, S. A., & Lewis, C. (1995). Estimating the consistency and accuracy of classifications 

based on test scores. Journal of Educational Measurement, 32, 179�±197. 
 
Lumley, T., & McNamara, T. F. (1995). Rater characteristics and rater bias: Implications for training. 

Language Testing, 12, 54�±72.  
 
Lord, F. M. (1980). Applications of item response theory to practical testing problems. Hillsdale, NJ: 

Lawrence Erlbaum. 
 
Messick, S. (1995). Standards of Validity and the validity of and standards in performance assessment. 

Educational Measurement: Issues and Practice, 14(4), 5�±8.  
 
McQueen, J., & Congdon, P. J. (1997, March). Rater severity in large-scale assessment: Is it 

invariant? Paper presented at the Annual Meeting of the American Educational Research 
Association, Chicago, IL.  

 
Mero, N. P., & Motowidlo, S. J. (1995). Effects of rater accountability on the accuracy and the 

favorability of performance ratings. Journal of Applied Psychology, 80(4), 517�±524. 
 



  
 

37 
 
 

Myford, C. M., & Wolfe, E. W. (2009). Monitoring rater performance over time: A framework for 
detecting differential accuracy and differential scale use. Journal of Educational Measurement, 
46(4), 371�±389. 

 
Patz, R. J., Junker, B. W., Johnson, M. S., and Mariano, L. T. (2002). The Hierarchical Rater Model 

for Rated Test Items and its Application to Large-Scale Educational Assessment Data. Journal of 
Educational and Behavioral Statistics, 27: 341. 

 
Pearson, K. (1896). Mathematical Contributions to the Theory of Evolution. III. Regression, Heredity 

and Panmixia. Philosophical Transactions of the Royal Society of London, 187, 253
Pe





  
 

39



  
 

40 
 
 

 
8. The stem should include any words that would otherwise need to be repeated in each 
alternative.  
In general, the stem should contain everything the alternatives have in common or as much as possible 
of their common content. This practice makes an item concise. Exceptions include alternatives 
containing units and alternatives stated as complete sentences.  
 
9. The item should have one and only one correct answer.  
Items should not have two or more correct alternatives. All of the above and none of the above are not 
acceptable alternatives.  
 
10. The distractors should be plausible and attractive to students who lack the knowledge, 
understanding, or ability assessed by the item.  
Distractors should be designed to reflect common errors or misconceptions of students.  
 
11. The alternatives should be grammatically consistent with the stem.  
Use similar terminology, phrasing, or sentence structure in the alternatives. Alternatives must use 
consistent language, including verb tense, nouns, number (singular/plural), and declarative statements. 
Place a period at the end of an alternative only if the alternative by itself is a complete sentence.  
 
12. The alternatives should be parallel with one another in form.  
The length, complexity and specificity of the alternatives should be similar. For example, if the stem 
refers to a process, then all the alternatives must be processes. Avoid the use of absolutes such as 
always and never in phrasing alternatives.  
 
13. The alternatives should be arranged in logical order, when possible.  
When the alternatives consist of numbers and letters, they should ordinarily be arranged in ascending 
or descending order. An exception would be when the number of an alternative and the value of that 
alternative are the same. For example: (1) 1 (2) 2 (3) 0 (4) 4.  
 
14. The alternatives should be independent and mutually exclusive.  
Alternatives that are synonymous or overlap in meaning often assist the student in eliminating 
distractors.  
 
15. The item should not contain extraneous clues to the correct answer.  
Any aspect of the item that provides an unintended clue that can be used to select or eliminate an 
alternative should be avoided. For example, any term that appears in the stem should not appear in 
only one of the alternatives.  
 
16. Notation and symbols as presented on Common Core examinations should be used 
consistently.  
For example, AB means the length of line segment AB, 𝐴𝐵̅̅ ̅̅  means line segment AB, and 𝑚∠𝐴 means 
the number of degrees in the measure of angle A, etc. 
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11. Items that require students to explain in words are encouraged.  
One of the emphases of the Common Core standards is to foster student ability to communicate 
mathematical thinking. An example is to have students construct viable arguments to make 
conjectures, analyze situations, or justify conclusions. These items would require students to 
demonstrate precision of knowledge in their responses.  
 
12. Items may be broken into multiple parts that may be labeled a, b, c, etc.  
Clear division of the parts of the problems may simplify the writing of the rubric for these types of 
items.  
 
13. Notation and symbols as presented on Common Core examinations should be used 
consistently.  
For example, AB means the length of line segment AB, 𝐴𝐵̅̅ ̅̅  means line segment AB, and 𝑚∠𝐴 means 
the number of degrees in the measure of angle A, etc. 
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